Urban computing is an emerging area of investigation in which researchers study cities using digital data. Location-Based Social Networks (LBSNs) generate one specific type of digital data, which offers unprecedented geographic and temporal resolutions. We discuss fundamental concepts of urban computing leveraging LBSN data and present a survey of recent urban computing studies that make use of LBSN data. Besides, we point out the opportunities and challenges that those studies open up.
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1 INTRODUCTION

Urban computing is an interdisciplinary area in which urban issues are studied using state-of-the-art computing technologies. This area is at the intersection of a variety of disciplines: sociology, urban planning, civil engineering, computer science, and economics, to name a few [70, 78, 80, 124, 163].

More than half of the world’s population today live in cities [94] and, consequently, there is enormous pressure on providing the proper infrastructure to cities, such as transport, housing, water, and energy. To understand and partly tackle these issues, urban computing combines various data sources such as those coming from Internet of Things (IoT) devices [153]; statistical data about cities and its population (e.g., the Census); and data from Location-Based Social Networks (LBSN), sometimes also termed as location-based social media [144, 161, 162].

One fundamental difference between data from LBSNs and data from other sources is that the former offers unprecedented geographic and temporal resolutions: it reflects individual user actions (fine-grained temporal resolution) at the scale of entire world-class cities (global geographic resolution). Never before it has been possible to study urban social behavior and city dynamics at such scale. Consequently, in the last few years, a significant number of efforts have been making use of LBSN data as a source to study aspects of our society in urban settings, opening space for a new avenue of applications in several segments, especially those related to the understanding of urban societies. This article is dedicated to surveying these efforts that explore LBSNs, discussing the related challenges and opportunities for the use of LBSN data to the field of urban computing.

Urban computing with LBSN data has its particularities. For instance, users who share data in Foursquare\textsuperscript{1}, a popular LBSN, usually have the goal of showing to their friends where they are while also providing personalized recommendations of places they visit. Nevertheless, when correctly analyzed for knowledge extraction, this data can be used to better understand city dynamics and related social, economic, and cultural aspects. To achieve this purpose, new approaches and techniques are commonly needed to explore that data properly. This survey provides an extensive discussion of the related literature, focusing on major findings and applications. Although its richness concerning knowledge provision, LBSN data presents several challenges, requiring extra attention to its manipulation and usability, which drives future research opportunities in the field of urban computing using LBSN data.

It is important to highlight that our work is complementary to two existing surveys in the area of urban computing [70, 163]. Broadly speaking, these efforts cover studies based on data collected from an existing city infrastructure and deployed sensors, usually dedicated to some predefined application (e.g., GPS, traffic, CDR, meteorological, RFID cards, as well as economic data). More specifically, Jiang et al. [70] focus on efforts that explore mobile phone traces, whereas, Zheng et al. [163] surveys a diverse set of techniques and methodologies to gather urban computing data, but only mention briefly few studies that explore LBSN data, neglecting key challenges that revolve around LBSNs. Our work also complements another previous study in the area of urban computing [130]. Silva et al. [130] aim to characterize key properties of participatory sensor networks data, mainly from LBSNs, and present some of the main challenges related to the exploration of this data source, not having the objective of covering a broad range of efforts related to urban computing with LBSN data. We hope that taken together, our effort and these existing ones, provide a broad perspective of urban computing studies and its development through the lens of different data-driven approaches.

The remainder of the study is organized as follows. Section 2 spells out what we mean by “urban computing” and dwells on the main data sources that are typically under study. Section 3 presents

\textsuperscript{1}In 2014 Foursquare was divided into two parts, the one called Foursquare Swarm is responsible for letting users perform check-ins in places [16]. The other part, called Foursquare, focuses on the personal, location-based discovery. For simplicity, when we refer to Foursquare, we include the functionalities of Foursquare Swarm.
some of the main advantages of LBSN data to perform urban computing studies. Section 4 presents a framework for urban computing with LBSN data. Section 5 focuses on recent research trends, while Section 6 focuses on the research questions that are still open before the concluding remarks in Section 7.

2 URBAN COMPUTING IN A NUTSHELL

The term “urban computing” was first introduced by Eric Paulos et al. [40] in the 2004 edition of the UbiComp conference and in his article The Familiar Stranger [111], published in that same year. Recently, Zheng et al. [163] presented a more precise definition for the term defining urban computing as a process of acquiring, integrating and analyzing a large volume of heterogeneous data produced by various sources in urban areas, for instance, vehicles, sensors, and human beings, to help solve various problems that cities face such as traffic congestion and air pollution. Thus, one of the primary objectives of that area is to help improve the quality of life of people living in urban environments.

Urban computing is a computer-mediated mean to understand the aspects of the urban phenomena and also provide estimates about the future of cities. It is an interdisciplinary area resulting from the fusion of computer science with traditional areas such as economics, geography, transportation, and sociology in the context of urban spaces. Within the computer science area, urban computing intersects with, for example, distributed systems, human-computer interaction, computer networks, and data mining.

As urban computing is quite comprehensive, a possible way of classifying various research efforts in this area is through the data considered. Figure 1 illustrates the main data sources used by studies in the area of urban computing. Each of these sources shown in the figure is described below:

- **Physical sensors:** They provide data that is obtained through the installation of sensors dedicated to particular applications, for example, inductive-loop traffic detectors to detect the volume of traffic in streets, sensors for monitoring air quality in various parts of the city, sensors for monitoring noise levels, and sensors in vehicles. Regarding the last example, it is increasingly common for buses, taxis, and private vehicles to have built-in GPS. The location of vehicles contributes, among other things, to the understanding of the city traffic. An et al. [3], for instance, developed an approach for measuring the evolution of recurrent urban congestions through the use of mobility data gathered from a GPS-equipped vehicle. One problem with the physical sensor data source is the difficulty in obtaining the data. In addition, there is a considerable cost for building a sensor network, when it is needed, and, generally, the deployment of sensors in the city demands special authorization from the city hall not easy to obtain. Besides, when it is desired to build a vehicular network, permissions and adaptations of vehicles of users are necessary, which could be troublesome.
• **Infrastructure of cities:** It provides data that is captured by taking advantage of existing city infrastructures that are created for other purposes. That includes cellular telephone networks. Cell phone signals from a large group of people have been used to characterize and predict individual’s mobility and, consequently, to improve urban planning [101, 107]. Other examples of city infrastructures able to provide usage data include WiFi service providers or public transportation systems. In particular, in this latter, it is widespread the use of RFID cards to record users’ bus and subway usage. Nevertheless, the difficulty here is that, typically, only the city or specific companies have access to this type of data.

• **Statistical data:** It consists of data related to a statistical study on a specific population, e.g., its demography, its health, and its social aspects. Also, data on urban dynamics, such as: economic, e.g., stock prices and housing prices; environment, e.g., flooding occurrences or agriculture details; safety, e.g., crimes committed and prisons made; and energy, e.g., gas consumption and electricity demand. It is possible to find multiple data sources on the Web from this category for some cities, and, typically, these data are open and accessible to obtain. This type of data source is gaining popularity, particularly, after government initiatives related to open data, such as Data.gov and Data.gov.uk. However, these data may not always be available for the location we may intend to study. Another difficulty is the diversity of formats in which the data are available, for instance in tables, maps, graphs, forms, among others [9].

• **Location-based social networks (LBSNs):** They are systems that combine online social networks features and also allow users to share data containing spatiotemporal information. Location-based social networks provide urban data that implicitly have social aspects, such as user’s preferences and routines [144, 161, 162]. That is due to the active and voluntary user participation, acting as a sort of social sensor, in a distributed process of sharing personal and also data about various aspects of the city in Web services. This process is also known as participatory sensor network [129, 130], in fact, LBSNs are the most popular examples of it. One key point is that users in these systems can manually determine when, how, where, and what to share. LBSNs became quite popular partially due to the increased use of mobile devices, such as smartphones and tablets. These devices typically contain several sensors, e.g., GPS and accelerometer, enabling users to explore them to sense the environment, and, with that, having the opportunity to enrich LBSN data. In addition, users can also use their physiological sensors, e.g., vision, in this sensing process, producing more subjective data. LBSNs provide a new avenue of opportunities to access data on a global scale. There are several examples of location-based social networks already deployed on the Internet. For instance, (1) Foursquare, with more than 50 million users monthly using it [44], which allows users to share locations they are visiting with their friends; (2) Waze[^2], with 65 million active monthly users [55], which serves to report traffic conditions in real-time; and (3) Instagram[^3], a company with 700 million monthly active users in 2017 [59], which allows users to send real-time images to the system. Another example of LBSN is Twitter[^4], a system with about 313 million monthly active users in 2016 [145], which allows its users to share personal updates as short text messages with up to 280 characters, known as “tweets”.

3 ADVANTAGES OF LBSN DATA FOR URBAN COMPUTING

This section highlights some of the main advantages regarding LBSN data to help the study of different phenomena related to urban societies.

Data from LBSN systems allow us to monitor various aspects of cities in near real-time. If we consider, for instance, traffic conditions, people could use their portable devices to share messages containing real-time information about demonstrations or accidents in the city, allowing, for example, unexpected problems to be identified by city authorities, as demonstrated by Pan et al. [108]. The real-time nature of LBSN data also has been demonstrated to be useful to identify earthquakes in (near) real-time [123].

Traditional data collection techniques, such as volunteer recruitment, census population surveys, and GPS track data, are not promptly available on the same scale reached by LBSNs. Taking as an example the human mobility, researchers in different areas, such as computer science and physics, has demonstrated interest in the modeling of mobility patterns [20, 23, 35, 52, 75, 85, 98, 139, 165]. Typically, researchers rely on a GPS track or cell phone usage data (i.e., Call Detail Records) to perform their studies; however, such data do not scale well or suffer from spatiotemporal sparsity. Besides, such data is commonly hard to obtain. Mobility patterns studies, as done by Zheng et al. [166] and Cheng et al. [24] would be hard (or not possible) using other data sources.

It is noteworthy also that LBSN data are distinct from GPS track data or Call Detail Records and have particular characteristics. For instance, photos in a photo-sharing service (e.g., Instagram), or check-ins in a location-sharing service (e.g., Foursquare), bring extra information on a specific location: A photo may convey information on the current situation within its location, while a check-in is usually associated with a location type, e.g., bar. Regarding, for example, mobility patterns investigation, LSBN data enable the study of the semantics of the mobility, i.e., the type of places users visit, as performed by Ferreira et al. [42]. Besides, since the access to the users’ social network is typically available on LBSNs, it could also be explored to enrich our knowledge on different urban phenomena, including, mobility: Zhang and Pelechrinis [160] explore that to investigate the causes that provoke homophilous patterns in urban places.

The extra information provided by LBSNs on a geographic location can also enable other types of studies. For instance, it could be used to better understand the semantics of areas of the city, as done by Cranshaw et al. [31] and Noulas et al. [106]. Besides, it can represent valuable opinions that could also be explored to the study of well-being status of urban societies, as performed by De Choudhury et al. [34], and other city issues, as done by Quercia et al. [116].

Finally, LBSN data can be explored to study the social and economic aspects of city dwellers as well. For example, one may argue that a small amount of shared data in one area of the city might suggest that local population does not have proper access to technology, as the use of LBSN applications usually relies on smartphones and data plans that could be expensive in certain countries. In this direction, Venerandi et al. [149] showed evidence that the analysis of LBSN data allows the study of socio-economic issues of a city. Urban behavioral differences worldwide, such as the study performed by Silva et al. [133] and Gonçalves et al. [97] can also be enabled with LBSN data. Note that the same information used in those studies could be obtained using traditional methods such as questionnaires, but this process tends to be much slower and more expensive, which could prevent the observation of dynamic changes in a short period.

4 URBAN COMPUTING FRAMEWORK CONSIDERING LBSN DATA

Urban computing using LBSN data connects advanced management and analytic models of big and heterogeneous data generated by diverse location-based social networks as well as helps service and application improvement in different areas (e.g., urban planning and environmental conditions).
A general framework regrouping these components into layers is thus usually considered in the literature.

Figure 2 shows an overview of this framework, highlighting the three most important components: (i) management (Section 4.1); (ii) analytics (Section 4.2); and (iii) development of services and applications (Section 4.2). Hereafter, we briefly discuss these components and suggest the reading of [163] for a more detailed discussion on some of the techniques frequently used.

### 4.1 Management

As illustrated in Figure 2, the management of LBSN data is composed of some important steps. The first one is the collection of LBSN data that could be obtained from several sources. LBSN data can be gathered, mainly, by APIs and Web crawlers.

There are two different key approaches to access APIs: (1) Based on streaming; (2) Based on requests. A streaming API allows one to gather data in (almost) real-time in which they are published in the system. It does that by keeping a persistent connection that continuously sends updated data to the user until the connection is terminated. Twitter Streaming API\(^5\), for instance, allows one to gather near real-time public tweets. On the other hand, an API based on requests makes data available upon specific requests one might desire. The user makes a single request for data and gets the appropriate data in a single response. After the response is returned to the user, the connection closes only to be re-opened when the user sends another request. It is common to find programming libraries to ease the access to APIs. For example, the python libraries Tweepy\(^6\) and TwitterAPI\(^7\) are examples that ease the use of the Twitter API.

Not all LBSNs provide direct access to their public data through APIs. For this reason, it is necessary to use other strategies to obtain data, such as Web crawlers. Data collection through Web crawler depends on the data source structure and typically demands text mining efforts to parse and extract the desired information. Further discussion about data collection can be found in [130].

The second step refers to data storage and processing. This step might demand techniques to deal with a large volume of data. For this reason, we concentrate our discussion on this topic. Data from

\(^6\)http://www.tweepy.org.
\(^7\)https://github.com/geduldig/TwitterAPI.
location-based social networks might increase quickly, knowing that, storage platforms have to be scalable, distributed, secure, fault-tolerant, and consistent [58]. We can explore available distributed file system technologies, such as Hadoop Distributed File Systems (HDFS), to help with this task. Regarding the processing of these data, one fundamental aspect is how to distribute computation, especially if real-time requirements have to be achieved. MapReduce is one of the first significant contributions on this front [36]. The idea behind this model combined with HDFS forms the Hadoop core, which allows the distributed processing of large datasets across clusters of computers. As an alternative, Apache Spark [9] is a general engine for large-scale data processing, and it is commonly used by applications that reuse a working dataset across multiple parallel operations. Examples of such applications are interactive algorithms for data analysis and machine learning [159].

Raw (untreated) LBSN data may not be in a convenient format to perform a particular analysis. Depending on the data type, it is possible to find semantic errors, missing entries or inconsistent formatting. In these cases, they need to be “cleaned” or “completed” before analysis. These tasks tend to be time-consuming and tedious, but they are essential in the production of new knowledge. The task of data cleaning and reformatting can provide insights on the assumptions that can safely be made about the data, on the peculiarities existent in the data gathering process, and on the analysis and models suitable to be applied. Data integration is a related issue at this stage, but it is discussed in Section 6. As another example of problem, LBSN data sometimes do not come with a location, as the case of a tweet, which may not be associated with a particular geolocation. Since linking data with a specific geolocation from where it was created enables a powerful way of modeling geographic aspects, this might be a procedure desired to be applied to the data. Several approaches have been proposed for this purpose, and an evaluation of some of them was performed by Jurgens et al. [73].

Typically, LBSNs provides high-dimensional data, and there are a variety of benefits to reduce dimensionality. In this direction, feature selection has proven to be an effective approach to deal with high-dimensional data for efficient data mining [88]. However, LBSN data can bring extra information that could make this task challenging in some cases. LBSNs can provide information regarding social aspects, such as who share the data, i.e., user-data relations, and who have a social connection to whom, i.e., user-user relations. In this context, it is possible to observe relevant correlations among objects related by social aspects. For instance, data, e.g., tweets, from two related users, e.g., two friends, tend to have higher similarity among topics. Tang and Liu [142], for instance, discuss more details about these situations and propose an approach for feature selection under these circumstances.

The final step refers to data modeling. It is common to assume that LBSN data is a collection of records, each of which consisting of a fixed set of attributes, with no explicit relationship among records or attributes. A data matrix is an example, where objects have the same fixed set of numeric attributes, e.g., timestamp and geospatial coordinate. In this way, objects, e.g., check-ins, can be thought as points in a multi-dimensional space, where each dimension represents a distinct attribute [141]. There are several other data formats to represent LBSN data, being popular the use of graphs [163]. Consider three users sharing data containing their locations in social media sites in different moments in time. This kind of data can be analyzed in many different ways. For instance, one could aggregate them in a directed graph in which nodes represent the user locations where the data has been shared, and edges connect locations that were shared by the same user. Using this graph one can extract mobility patterns of users, which could be useful, for example, to perform more efficient load management in urban infrastructure of mobile networks. Not surprisingly, knowledge discovery with LBSN data goes together with the use of network science theory [39, 102, 103, 158].

As shown in Section 5, widely known techniques used for graph analysis can be applied directly to the study of graphs derived from data that reflect city conditions.

Data from the mentioned example could also be modeled as a spatial trajectory, i.e., a model to represent data produced by a moving object (e.g., a user) in geospatial areas. This model is typically represented by a series of points in chronological order. Based on our example, consider $p_1, p_2, \ldots, p_n$, where each point $p$ represents a geospatial coordinate (i.e., the latitude and longitude of the check-in) and a timestamp when the user shared the data: $p = (lat, long, time)$. With that, we could extract a set of unique movements that share the property of visiting the same sequence of locations with close travel times [49]. We could also enrich this model with, for instance, the categories of the places visited. This could provide a way to give semantics to trajectories [109]. More details regarding this challenge are discussed in Section 6.2. Note also that the notion of trajectory could also be represented as graphs. In this direction, Guo and Liu [54] propose an approach that converts trajectory data to a graph in the context of vehicle trajectories.

LBSN data could also be represented in one geographic data model to be explored in a geographic information system (GIS) [91, 128]. In fact, any object that can be spatially located can be referenced using a GIS. A GIS enables the geographical combination of different unrelated data. This allows the provision of information on the environment highlighted by the LBSN data as well as the data visualization in the form of maps, supporting different analysis. This enables the recognition and analysis of important spatial relationships that might exist between spatial data [91]. For instance, we can infer possible explanations for a high concentration of check-ins in a particular area of the city by looking at the type of buildings in the surrounding areas. Other examples include the analysis performed in [34, 115, 149, 152]. Besides, hybrid models can also be built. Some of the challenges associated with that are discussed in Section 6.2.

### 4.2 Analytics and Development of Services and Applications

The analytics component is composed of the steps of knowledge extraction, knowledge analysis, and results validation. Knowledge extraction could explore different approaches, depending on the problem we are trying to address. A preliminary investigation of the data to understand their properties can help in the selection of analysis techniques, for this reason, it is a typical procedure performed. Visualization techniques, such as histograms and scatter plots, and summary statistics, such as mean and standard deviation of a set of values, are common methods used for exploring data properties in this preliminary investigation [141].

Visualization of raw data could provide valuable insights about the data, such as important features to be considered in a data mining process. In fact, visual analytics, the act of visually inspecting the data, penetrated many research efforts in the urban computing area. LBSN data brings new challenges in this context, such as large amounts of spatiotemporal data, which most current analysis methods cannot cope with [4, 5].

To illustrate new research efforts to help tackle this sort of problem, Watson [151] describe an approach for visualizing on a single image many events across multiple timescales, without the necessity of any zooming. In Figure 3, the author shows how this technique, called Time Maps, can provide valuable insights into the behavior of Twitter accounts. In that figure, each tweet is colored based on the time of day, and the time axes are shown in logarithmic scale. With this type of visualization, it is possible to see that there is the suggestion of two clusters representing two distinct modes of behavior, namely: “business as usual”, tweets are posted roughly once per hour; and “major events”, tweets occur in burst or rapid succession [151].

The clusters suggestion mentioned above helps to illustrate that performing data exploration with visualization techniques can aid to address some of the questions typically answered by data mining algorithms, which are fundamental for knowledge extraction. For instance, cluster identification
is a standard procedure for data mining. Its goal is to divide data into groups (clusters) of similar (or related) objects to one another and different (or unrelated) to other objects in other groups. It is possible to find different notions of a cluster that can be useful in different types of studies; several methods can be found in [12, 56]. Likewise, there are also other data mining tasks, for instance, association analysis, which is useful for discovering important relationships in large datasets, classification, the task of assigning objects to predefined classes, and anomaly detection, which aims to find objects that differ from the majority of other objects. These approaches encompass diverse applications, including urban computing ones [22, 56, 141, 163].

As location-based social networks enable the creation of a large amount of textual content by different users, data mining techniques to deal with such content deserves particular attention in the context of urban computing. Topic modeling is a tool usually used for discovering hidden semantic structures in a text data, and a popular technique is Latent Dirichlet Allocation (LDA) [15]. Another example is sentiment analysis and opinion mining, which aims to automatically extract opinions expressed in textual content shared in LBSNs [51, 53, 119, 127]. With that, subjective aspects expressed in the data might be understood and explored. Other examples of such techniques are available in [2, 13].

The obtained knowledge has to be studied, and several methods could help on that, for instance, visualizations. Visual analytics is a crucial procedure to better interpret the discovered knowledge, especially, complex ones. However, knowledge analysis is not dependent exclusively on visualizations because results could be outputted in different formats. A fundamental aspect in this step is the human capability of interpretation of results.

As shown in Figure 2, we might have to return to the knowledge extraction phase. This repeated iteration cycle might happen to gain new insights, and discover and correct mistakes. That is because much of the knowledge extraction is trial and error. We have to reflect on the results, making the comparison between outcomes variants to decide if it is necessary to explore new alternatives.

Another key step is the validation of results. As discussed in Section 6.1, LBSN data may suffer from representativeness or different types of bias. For this reason, when dealing with knowledge extracted from LBSN data it is important to contrast them with a ground truth, for example, data obtained in a traditional way, such as surveys, or official statistics provided by governments, especially when it is desired to use them to draw conclusions from city dynamics or urban societies. This validation step might not be possible or necessary for all types of problems.
Eventually, more experiments have to be repeated, entering in the same iteration cycle mentioned above, until useful information for an individual problem is obtained. It also might be the case of coming back to the data management steps, for example, to collect new data or to adjust the modeling. If this is not the case, we can explore the useful information obtained in new services or applications, such as: new recommendation and advertisement systems; understand the causes of traffic problems and act on them; and increase the safety of cities.

5 RECENT RESEARCH EFFORTS

Several studies in the urban computing literature explore location-based social networks data. We discuss in the following some of the most representative recent research efforts. We divide the discussed studies in six categories, as presented in Figure 4: (i) Social and Economic Aspects (Section 5.1); (ii) City Semantics (Section 5.2); (iii) City Problems (Section 5.3); (iv) Urban Mobility (Section 5.4); (v) Health and Well-being (Section 5.5); and (vi) Events/Interest Identification and Analysis (Section 5.6). Nevertheless, it is important to mention that a particular study can belong to one or more categories, despite being discussed in a specific one.

Fig. 4. Taxonomy of recent research efforts in the urban computing area that explore LBSN data.

5.1 Social and Economic Aspects

Aiming to better understand social patterns from LBSN data study, Quercia et al. [114] investigated how virtual communities, observed in the studied system, resemble real-life communities. The authors tested whether established sociological theories of real-life (offline) social networks are valid in these virtual communities. They have found, for instance, that social brokers in Twitter are opinion leaders who venture sharing tweets on different topics. They also discovered that most users have geographically local networks and that the most influential users express not only positive but also negative emotions.

In a similar direction, Joseph et al. [72] studied Foursquare data to identify groups of users in the city by analyzing users by the places they visit. They explore a clustering model inspired by the concept of topic modeling, more specifically Latent Dirichlet Allocation Model, which is, typically, used to study textual documents. In the model instantiation, each user’s check-in is viewed as a word from a document representing a user, similar to text documents that can contain many words. Their approach enabled the identification of groups of users who represent spatially close groups and users who seem to have close preferences, confirming that geospatial and social homophily might be, indeed, essential features in clustering users into different communities [31, 62, 95].

Also, when investigating the social behavior in urban areas, an important question that emerges is: how similar/different is one culture from another? In this direction, it is known that eating and drinking preferences are important to describe strong cultural differences. Based on that, Silva et al. [133] proposed a new methodology for the identification of cultural boundaries and similarities between societies, which considers food and drink habits, as described briefly in Section 4.2. This analysis surprisingly tells a lot about the similarities and differences between cultures. The results for neighborhoods, cities, and countries, show how similar cultures are well separated using the
methodology. This corroborates with other results in the context of food preferences in the Web, for instance, Wagner et al. [150] showed that dietary patterns observed in an online recipes system reflect well-known habits of the studied countries.

Hochman and Schwartz [63] also studied cultural differences using LBSN data, investigating color preferences in photos shared on Instagram. Hochman and Schwartz uncovered significant differences between images of countries with different cultures. In the same direction, Garcia-Gavilanes et al. [47] and Poblete et al. [113] studied how the usability behavior of Twitter change in different countries and what would be the potential reasons for these differences. In particular, in [47] the authors considered three aspects, widely studied, that vary across countries: Individualism, Power Distance [64], and Pace of Life [84]. They found that cultural differences are also evident in the way users use social media, not being only visible in the real world. Also, Garcia-Gavilanes et al. [46] performed a study of international communication on Twitter, which is a platform that allows users to maintain “weak social ties”. The authors found that the best prediction of these ties happens when exploring both spatial distance, as well as socio-economic and cultural factors of the users involved.

In line with those studies, State et al. [140] considered Twitter communications to revisit the theory of changing international alignments proposed by Samuel Huntington [67]. The authors found the persistence of the eight culturally distinct societies postulated by Samuel Huntington, with the divisions being associated with distinctions in religion, spatial distance, economic development, and language. That is opposed to the hypothesis of the world without frontiers of cyberspace. Large-scale micro posts of Twitter are also studied by Gonçalves et al. [97]. The authors showed that the considered data enables the reproduction of the geographic location adoption of languages for different resolution scale, being able, for instance, to identify cultural diversity. As an example of their results, Figure 5 shows language division in Belgium (top) and Catalonia, Spain (down). Note that users use predominantly Flemish in the north part of Belgium, while French is the dominant language in the south of the country. Studying the results for Catalonia, Catalan and Spanish are mixed. The most popular language is Spanish; however, Catalan is also quite significant.

These studies are examples of the potential of empirically exploring large-scale sociocultural distinctions online. The investigation of sociocultural differences between distinct urban areas is important in several fields and can help many services and applications. For instance, since culture is an essential element for economic purposes, identifying similarities between geographically disconnected places might be necessary for enterprises that have business in one country and desire to verify the similarity of preferences across distinct markets [133].
<table>
<thead>
<tr>
<th>Publication</th>
<th>Date</th>
<th>Source</th>
<th>Time</th>
<th>Volume</th>
<th>Coverage</th>
<th>Main technique(s)</th>
<th>Focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quercia et al. [114]</td>
<td>01/06/12</td>
<td>Twitter</td>
<td>Sep to Dec 2010</td>
<td>~258K profiles and ~31M tweets</td>
<td>City</td>
<td>Network analysis, sentiment analysis</td>
<td>Study about whether sociological theories of offline social networks is still valid in Twitter.</td>
</tr>
<tr>
<td>Joseph et al. [72]</td>
<td>Sep 2012</td>
<td>Foursquare</td>
<td>Sep 2010 to Jan 2011 and June to Dec 2011</td>
<td>~18M check-ins</td>
<td>Worldwide</td>
<td>GPS, Topic modeling (LDA)</td>
<td>Approach to identify groups of people in the city by analyzing users by the places they visit.</td>
</tr>
<tr>
<td>Silva et al. [133]</td>
<td>01/06/14</td>
<td>Foursquare</td>
<td>May 2012</td>
<td>~4.7M check-ins</td>
<td>Worldwide</td>
<td>Data characterization, clustering (k-means), dimension reduction (PCA)</td>
<td>Methodology for the identification of cultural boundaries and similarities between societies, considering food and drink habits.</td>
</tr>
<tr>
<td>Hochman and Schwartz [63]</td>
<td>01/06/12</td>
<td>Instagram</td>
<td>Jan to Feb 2012</td>
<td>~550K photos</td>
<td>City</td>
<td>Image processing</td>
<td>Investigate color preferences in shared photos on Instagram.</td>
</tr>
<tr>
<td>Garcia-Gavilanes et al. [47]</td>
<td>01/07/13</td>
<td>Twitter</td>
<td>Mar to May 2011</td>
<td>~2.34M users (with associated features)</td>
<td>Worldwide</td>
<td>Statistical analysis</td>
<td>Study how the behavior of Twitter use varies among countries, considering three aspects that vary across countries.</td>
</tr>
<tr>
<td>Poblete et al. [113]</td>
<td>Oct 2011</td>
<td>Twitter</td>
<td>2010</td>
<td>~6.2M users and ~5.2M tweets</td>
<td>Worldwide</td>
<td>Network analysis, sentiment analysis (text)</td>
<td>Study of possible differences and similarities in several aspects of the use of Twitter.</td>
</tr>
<tr>
<td>Garcia-Gavilanes et al. [46]</td>
<td>01/02/14</td>
<td>Twitter</td>
<td>01/03/11</td>
<td>~13M users (with associated features)</td>
<td>Worldwide</td>
<td>Network analysis, regression (linear regression)</td>
<td>Study international communication on Twitter.</td>
</tr>
<tr>
<td>State et al. [140]</td>
<td>May 2015</td>
<td>Twitter</td>
<td>Sep 2009</td>
<td>~51.9M users and ~1.9B follow links</td>
<td>Worldwide</td>
<td>Network analysis</td>
<td>Study the theory of changing international alignments of Samuel Huntington.</td>
</tr>
<tr>
<td>Karamshuk et al. [74]</td>
<td>01/06/13</td>
<td>Foursquare</td>
<td>May to Nov 2010</td>
<td>~621K check-ins</td>
<td>City</td>
<td>Data characterization, regression (various)</td>
<td>Investigate the optimal allocation problem of stores in urban areas.</td>
</tr>
<tr>
<td>Lin et al. [87]</td>
<td>01/07/16</td>
<td>Facebook (places)</td>
<td>-</td>
<td>~21K Facebook pages</td>
<td>City</td>
<td>Regression (various)</td>
<td>Study the identification of an optimal physical location for a business by looking at Facebook Pages data.</td>
</tr>
<tr>
<td>Llorente et al. [89]</td>
<td>May 2015</td>
<td>Twitter</td>
<td>Nov 2012 to Jun 2013</td>
<td>~19.6M tweets</td>
<td>Country</td>
<td>Data characterization, regression (linear regression)</td>
<td>Demonstrate that behavioral features related to unemployment can be recovered from posts of users shared on Twitter.</td>
</tr>
<tr>
<td>Hristova et al. [65]</td>
<td>Apr 2016</td>
<td>Foursquare (1) and Twitter (2)</td>
<td>Dec 2010 to Sep 2011</td>
<td>1: ~550K check-ins; 2: ~38K users (with metadata)</td>
<td>City</td>
<td>Data characterization, network analysis</td>
<td>Propose a model to capture the relationship between users and the locations they visited.</td>
</tr>
</tbody>
</table>
Related to the economic aspect of cities, Karamshuk et al. [74] studied how to best allocate retail stores in the city. The authors explored data from Foursquare to analyze how the popularity of three international business chains is defined by the number of check-ins in New York City. A set containing several features were evaluated, modeling semantic and spatial information regarding the patterns of users’ movements in the vicinity of the studied area. The authors noted that, for example, the existence of locations that naturally attract many users, such as a railway station, is one of the most reliable indicators of popularity. Similarly, Lin et al. [87] also studied the identification of an optimal physical location for business by looking at Facebook Pages data. Among other results, they show that the popularity of neighboring business is a crucial feature in this task.

Llorente et al. [89] demonstrated that behavioral characteristics connected to unemployment could be obtained from the posts of users shared on Twitter. As shown using their analyzed dataset, users in neighborhoods with elevated unemployment rate present distinct social interactions, daily activity, and mobility compared to those in neighborhoods with low unemployment rates. Hristova et al. [65], inspired in multilayer networks, proposed a model to capture the relationship between users and the locations they visited. This model couples the network of places and the social network of users, by connecting users to locations in case they visited them. To exemplify their model, they used check-ins from Foursquare and the users’ social network. They found, among other results, that their approach could predict urban area gentrification. Table 1 summarizes the studies discussed in this section, also presenting extra information about the studies not discussed in the text.

5.2 City Semantics

LBSN data can be explored to change our notions of space and perception of physical boundaries, i.e., better understand our perceived physical limits in urban environments, as well as to better understand city dynamics. Some studies in this direction are discussed as follows.

Using Foursquare data, Cranshaw et al. [31] presented a model to identify different regions of a city that reflect current patterns of collective activities. By doing so, they introduce new boundaries for neighborhoods. The main idea is to uncover the nature of local urban areas, which tend to be dynamic, considering the social proximity (obtained from the distribution of users who check-in) and the spatial proximity (obtained from geographical coordinates) of locations. For that, the authors developed a model that groups similar locations considering social and spatial characteristics, according to the considered data from Foursquare. Each cluster represents different geographic boundaries of the neighborhoods. The clustering method used is a variation of the spectral cluster proposed by Ng et al. [104]. Figure 6 shows two clusters, discovered in New York City (numbers 1 and 2 in the figure). Black lines represent the official city limits.

Noulas et al. [106] introduced a method to classify users and areas of a city exploring the types (categories) of places used by Foursquare. The method could be explored to discover communities of users visiting similar type of places. This is useful for comparing urban areas within and between cities or in recommendation systems. More specifically, the authors take into account the activity of Foursquare users in New York. The data considered is illustrated by Figure 7, where the center of a circle represents a location and its radius the popularity concerning the number of check-ins. Each color represents one of the main categories considered by Foursquare, eight in total. For each studied area, the activity performed by the users is calculated based on the visits to places available in the area under study. Thus, the similarity between two areas is estimated among the observed activities.

Silva et al. [135] introduced a technique named City Image, which offers a visual summary of the city dynamics exploring users’ movements. This approach explores urban transition graphs \( G(V,E) \) (also called place networks [65]) to map user movements between city locations. This type of particular graph represents, for example, a set of places \( V \) in the city (i.e., vertices) and a set \( E \) of pairs of \( V \) that represent the movement of users in the city (i.e., edges). Place networks represent an
example of an informative model on the dynamics of the city and urban social behavior. City Image
considers a place network where a node $v_i \in V$ is the category of a specific location (for example,
Arts & Entertainment) and a directed edge $(i, j) \in E$ marks a transition between two categories
performed by the same user [135].

Two examples of the City Image technique for São Paulo and Kuwait are presented in Figures 8(a)
and 8(b), respectively. Each cell in the image represents how favorable is a transition from a particular
category in a certain location (vertical axis) to another category (horizontal axis). In the image, blue
represents favorability, red indicates rejection, and white indifference. In both cases, the images
represent activities performed on the weekend during the night (representative period of free time,
i.e., without typical predefined routines). Note, for example, the lack of favorable transitions to NL
(Nightlife Spot) category in Kuwait. For São Paulo this is not the case, the transition Food $\rightarrow$ NL
is very favorable to occur. This indicates that in São Paulo users like to visit venues related to food
(Food) before visiting nightclubs (NL) related venues. Analyzing the case of Kuwait, users, instead,
are more likely to make the transitions Shop $\rightarrow$ Food and Food $\rightarrow$ Home in the weekend’s evenings
[135].
There are several other important studies in this direction. For instance, Long et al. [90] explored a dataset collected from Foursquare to introduce an approach based on topic model to study the intrinsic relations among the different venues in an urban area. Considering a sequence of users’ check-ins, they assume that the venues that appear together in several sequences will likely represent geographic topics, for example, indicating coffee shops people typically visit before going to a mall. In their proposal, they employ the Latent Dirichlet Allocation approach to identify the local geographic topics. Similarly, Frias-Martinez et al. [45] explored a Twitter dataset and presented a technique that, by studying tweeting patterns, identify the types of activities that are most common in a city. Their results suggest that geolocated tweets could be an essential data source to describe dynamic urban areas, which tend to be costly using other conventional approaches.

Jiang and Miao [69] demonstrated that LBSN data could serve as a proxy for studying the underlying evolving mechanisms of cities. In their study, instead of using conventional definitions of cities, they use the concept of geographic events clustered spatially, for instance, groups from geographic locations of particular users present in the data, to define what they call “natural cities”. Studies in that direction are interesting because data to follow the changes of cities are scarce. Vaca et al. [146] considered the problem of mapping the functional use of city areas. For example, uncover if a particular area of the city is a hotel area. They propose an approach that clusters points based not only on their density, typically used in spatial clustering algorithms, but also on their semantic relatedness. Using the proposed approach, they demonstrated that Foursquare data could help on this task.

Furthermore, we can also mention the following studies. Falcone et al. [41] proposed a methodology to identify venues categories from geolocated tweets. For that, they extract spatiotemporal patterns from tweets and use them to build a framework to infer the category of the visited places. They address the problem as a classification task, achieving promising results in the identification of place semantics based purely on spatiotemporal features from tweets. Naaman et al. [100] study social media activity in different geographic regions. Perform this type of study is not trivial because LBSN data, especially Twitter, the one they used, can be noisy. Besides, content can fluctuate widely in response to events and other breaking news, from Carnival to the news about a tragedy. Since the content can expose a varied set of temporal patterns, they characterize within-day and across-day variability of diurnal patterns in cities. Their study shed some light on possible reasons that could explain the differences between cities regarding the aspects under consideration. Their results could be useful, for instance, in the comparison of cities. Le Falher et al. [82] focused on the study of measures and characteristics that could be explored to quantify how similar city neighborhoods are. In this regard, the authors take into account the activities that take place in certain areas. For example, some users might visit a specific neighborhood mainly for shopping, while others for drinking. Their methodology explores those type of activities that are observed in LBSN data.

These studies show that LBSN data may provide essential characteristics of areas, as well as the behavior that users perform on them. LBSN data enables such type of understanding of the city, a task that would be hard to do using other urban data sources. This section discussed some of the primary studies related to city semantics investigation with LBSN data. However, indeed, other relevant related works in the literature could be mentioned here, such as [26, 33]. Table 2 summarizes the studies grouped in the City Semantics category, providing also extra information about the studies not discussed in the text.

---

10 Foursquare-like application closed in 2010.
## Table 2. Summary of all discussed studies of the class City Semantics.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Date</th>
<th>Source</th>
<th>Time</th>
<th>Volume</th>
<th>Coverage</th>
<th>Main technique (s)</th>
<th>Focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cranshaw et al. [31]</td>
<td>01/06/12</td>
<td>Foursquare</td>
<td>Sep to Jan 2011 and June to Dec 2011</td>
<td>∼18M</td>
<td>Worldwide</td>
<td>Neighb. (Pittsburgh) / Clustering (spectral clustering)</td>
<td>Model to identify distinct regions of a city that reflect current patterns of collective activities.</td>
</tr>
<tr>
<td>Noulas et al. [106]</td>
<td>01/07/11</td>
<td>Foursquare</td>
<td>May to Sep 2010</td>
<td>∼12M</td>
<td>Worldwide</td>
<td>City (NYC and London) / Clustering (spectral clustering)</td>
<td>Strategy to classify users and urban areas exploring the categories of places considered by Foursquare.</td>
</tr>
<tr>
<td>Silva et al. [135]</td>
<td>Dec 2014</td>
<td>Foursquare</td>
<td>Apr 2012</td>
<td>∼4.7M</td>
<td>Worldwide</td>
<td>Cities</td>
<td>Network analysis, clustering (hierarchical)</td>
</tr>
<tr>
<td>Long et al. [90]</td>
<td>Sep 2012</td>
<td>Foursquare</td>
<td>Feb to May 2012</td>
<td>∼800K</td>
<td>City</td>
<td>City (Pittsburgh)</td>
<td>Topic modeling (LDA)</td>
</tr>
<tr>
<td>Frias-Martinez et al. [45]</td>
<td>Sep 2012</td>
<td>Tweets</td>
<td>Oct to Dec 2010</td>
<td>∼24M</td>
<td>Worldwide</td>
<td>City (NYC)</td>
<td>Clustering (k-means, meanshift), self-organizing map, voronoi tessellation</td>
</tr>
<tr>
<td>Jiang and Miao [69]</td>
<td>01/11/14</td>
<td>Brightkite</td>
<td>Apr 2008 to Oct 2010</td>
<td>∼2.7M</td>
<td>Country</td>
<td>Cities</td>
<td>Network analysis</td>
</tr>
<tr>
<td>Falcone et al. [41]</td>
<td>May 2014</td>
<td>Twitter</td>
<td>Jun to Nov 2013</td>
<td>∼7.4M</td>
<td>City</td>
<td>GPS</td>
<td>Clustering (OPTICS [6]), classification (various methods)</td>
</tr>
<tr>
<td>Naaman et al. [100]</td>
<td>01/06/12</td>
<td>Twitter</td>
<td>May 2010 to May 2011</td>
<td>All public tweets</td>
<td>Worldwide</td>
<td>City</td>
<td>Text mining</td>
</tr>
<tr>
<td>Le Faller et al. [82]</td>
<td>May 2015</td>
<td>Foursquare</td>
<td>Mar to Jul 2014 and Sep 2010 to Jan 2011</td>
<td>∼3M</td>
<td>City</td>
<td>City</td>
<td>Clustering (k-means, DBSCAN), classification (k-nn)</td>
</tr>
<tr>
<td>De Choudhury et al. [33]</td>
<td>01/06/10</td>
<td>Flickr</td>
<td>-</td>
<td>-</td>
<td>City</td>
<td>City</td>
<td>Network analysis</td>
</tr>
<tr>
<td>Chorley et al. [26]</td>
<td>May 2016</td>
<td>Untappd</td>
<td>Aug to Dec 2015</td>
<td>∼5.3M</td>
<td>USA and Europe</td>
<td>City</td>
<td>Data characterization</td>
</tr>
</tbody>
</table>

### 5.3 City Problems

Collecting data on problems faced by cities can be facilitated by using Web systems such as Colab.re[^12]. This type of system enables users to create, view and share problems of various kinds about the city. Besides general systems such as Colab, there are also specialized applications for monitoring specific problems.

issues about the urban environment. For example, NoiseTube is an LBSN that allows users to share noise level in a certain area of the city [93].

Exploring NoiseTube, D’Hondt and Stevens [37] performed a study to map noise levels in Antwerp, Belgium. One of the objectives was to investigate the quality of the noise maps constructed by participatory sensing [21, 129], in comparison to the official noise maps based on simulation. For that, many calibration experiments were carried out, investigating several aspects of noise patterns. The authors were able to construct noise maps with a margin of error comparable with official noise maps based on simulation.

In addition to these initiatives, New York City has made available a system called 311\textsuperscript{13} to enable users to complain about problems of the city using a mobile application. Each data (complaint) has a location, time and date, and in some cases, detailed complaint information, such as loud music or building noise (for noise problems). Using the data from 311, and also from Foursquare and Gowalla\textsuperscript{14}, Zheng et al. [164] infer a noise pollution indicator at different times of the day for regions of New York. By exploring the considered data, it is possible to verify the noise patterns of a given location (e.g., Times Square), and how it changes over time. Noise information not only can facilitate the quality of life of an individual (for instance, help identify a quiet place to live), but also can assist cities in combating noise pollution.

Studying a different problem in a similar direction, Quercia et al. [116] explored the possibility of using shared data in social media to map smells perceived in different regions of the city. The results are promising and show that this may be a new way to classify areas according to their most characteristic smell. To perform this study, the authors considered Instagram, Flickr\textsuperscript{15}, and Twitter data. They combined photo tags and tweets with the words of an existing “smell dictionary”. Then they analyzed these occurrences in the city and show, for instance, that the smell of nature is strongly observed in parks and the smell of gas emission is commonly observed in streets with heavy traffic. Figure 9 illustrates this result, showing that, as one expects, the nature category is present where the gas emissions category is absent, and vice-versa. Focused on the city traffic problem, Ribeiro et al. [118] studied the possibility of using LBSN data as a feature for predicting heavy traffic. The authors noted that data from Instagram and Foursquare are correlated with heavy traffic and, thus, it could be explored in more efficient congestion prediction models.

Gender segregation can also be considered a problem in cities. Traditional ways to investigate differences between distinct gender groups depend on, for instance, questionnaires, which tend to be expensive and do not scale up easily. In addition, data gathered under such circumstances are typically released after long time periods. Thus, these data do not enable the fast identification of changes in

\textsuperscript{13}http://www1.nyc.gov/nyc-resources/service/5460/nyc311-mobile-app.

\textsuperscript{14}Foursquare-like application closed in 2012.

\textsuperscript{15}https://www.flickr.com.
Table 3. Summary of all discussed studies of the class City Problems.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Dataset</th>
<th>Granularity of analysis</th>
<th>Main technique(s)</th>
<th>Focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>D’Hondt and Stevens [37]</td>
<td>NoiseTube</td>
<td>City</td>
<td>City (Antwerp)</td>
<td>Study the quality of the noise maps constructed by the collaboration of users.</td>
</tr>
<tr>
<td>Zheng et al. [164]</td>
<td>Foursquare (1), Gowalla (2), and 311 (3)</td>
<td>City</td>
<td>City (NYC)</td>
<td>Infer the situation of noise in different periods for distinct region of NYC.</td>
</tr>
<tr>
<td>Quercia et al. [116]</td>
<td>Flickr (1), Instagram (2), and Twitter (3)</td>
<td>Worldwide</td>
<td>City (London and Barcelona)</td>
<td>Explored the possibility of using shared data in social media to map smells perceived in different regions of the city.</td>
</tr>
<tr>
<td>Ribeiro et al. [118]</td>
<td>Instagram (1) and Foursquare (2)</td>
<td>City</td>
<td>City (NYC)</td>
<td>Study the possibility of using LBSN data as a feature for predicting heavy traffic.</td>
</tr>
<tr>
<td>Muller et al. [99]</td>
<td>Foursquare</td>
<td>Worldwide</td>
<td>Country, City, GPS</td>
<td>Approach to obtain and explore data that could help the study of global gender differences study.</td>
</tr>
</tbody>
</table>

5.4 Urban Mobility

We present now studies that focus on investigating urban mobility patterns of users with LBSN data. The investigation of user mobility is valuable for several purposes. It helps to understand, for example, how users spend time on distinct tasks. In addition, it could enable the design of new applications to aid traffic engineers to understand better how people move in urban areas.

Quercia et al. [115] proposed a methodology for recommending routes that take into account not only the smallest path but also emotional characteristics, for example, beauty. Not always the shortest way is what we would like to go through. A tourist, for example, could opt for a more beautiful route, even if the distance is a little higher. To quantify how pleasant urban areas are, the authors used data from a crowdsourcing system. After that, they build a graph whose nodes are places and edges on this graph connect geospatial neighbors. This graph allows the discovery of pleasant paths.
Figure 10 shows two paths between the same places in the city of London, where one is the shortest (Figure 10a), and the other is the most beautiful (Figure 10b). The authors also generalized their proposal by showing an approach that predicts the beauty characteristic of an urban area exploring Flickr metadata. Users ascertained the effectiveness of their results, indicating that the proposed approach might be explored in practice in new mapping applications.

Ferreira et al. [42] studied the urban mobility of tourists using check-ins shared in Foursquare, by analyzing at when and where they visit particular locations. In order to accomplish this goal, they build a graph containing temporal attributes. The authors used a directed weighted graph $G = (V, E)$, where the nodes ($v_i \in V$) are particular locations in the studied area at a specific time, and a directed edge $(i, j)$ exists from node $v_i$ to $v_j$ if at a particular time a user gave a check-in at a location $v_j$ right after giving a check-in in $v_i$. The labeling of the vertices follows the rule: the location’s name merged with the hour (integer value) of the check-in. For example, a check-in at Empire State Building at 11:00 a.m. would be “Empire State Building [11]”. Edges’ weights are incremented when another user performs the same transition, i.e., the weight $w(i, j)$ of an edge is the total number of movements that were observed from node $v_i$ to node $v_j$. The authors show that their methodology could be valuable, for instance, in a novel recommendation service that would recommend which venue to visit after visiting a particular venue at a particular time.

In a similar direction, Zheng et al. [166] demonstrated that geolocated photos shared on Flickr could provide a useful solution to analyze tourist mobility automatically. They propose an approach to analyzing tourist mobility using regions of attraction and topological features of trip routes followed by distinct tourists. Among other results, they note that despite the variety of trip routes, some tourists’ groups do share common routes. That is more evident when they go to regions of attractions that are more similar to each other. Nguyen and Szymanski [105] used check-ins from a location-sharing service to create and test models of human relations and mobility. Nguyen and Szymanski introduced a mobility model exploring users’ friendship, considering social ties, envisioning to offer a human mobility model more precise. This model enabled the authors to study the frequency that friends move together. Such type of model could be used to improve the precision of a variety of services, for instance, transportation systems and traffic engineering in communication networks.

Furthermore, Zhang and Pelechrinis [160] study the causes that provoke homophilous patterns noted in visits performed by users in real world places, when exploring check-ins data from a location-sharing service. Besides, they also investigate the levels of social selection and peer influence in the studied service. Social selection is the mechanism that makes users associate with other users who are similar to them concerning the characteristic under study, while peer influence refers to the influence that one user may have to another on decisions related the characteristic under examination. Among their results, they show that peer influence tends to happen while friends are in the proximity, besides, and it depends on the context. Machado et al. [92] studied the impact of mobility of users...
observed through Foursquare check-ins according to different weather conditions. The results suggest a behavior change within a specific temperature range for the studied cities. Besides those studies, several others also aim to study user mobility with LBSN data, such as [24, 25]. The studies presented in this section illustrate the growing interest and potential of using LBSN data to study large-scale human mobility patterns. Table 4 summarizes the studies grouped in the category Urban Mobility. This table also provides extra information about the studies not mentioned in the text.

5.5 Health and Well-being

Several studies have shown evidence that LBSN data could also be used to improve our understanding of urban societies regarding its health and well-being status. De Choudhury et al. [34] used Instagram posts to understand food choices in “Food deserts” in the United States. Food deserts are urban areas characterized by inadequate access to affordable and healthy food, known to be connected with diet-related health issues, for instance, obesity. In addition to that study, using Instagram posts
together with Foursquare data, Mejova et al. [96] identified obesity patterns based on the content shared by users.

Schwartz et al. [126] studied the geographic variation in well-being using tweets. For that, they mapped tweets from the United States counties where they were shared and correlated the words used on the messages (exploring word topics generated by LDA), with life satisfaction, as captured by surveys answered in these places. The language applied by the users was found to be an essential feature to predict the subjective well-being of users. In the same direction, Paul and Dredze [110] explored Twitter posts to find health-related terms, for instance, symptoms, to show geospatial patterns in syndrome control. More recently, Culotta [32] correlated Twitter activity and found a significant correlation with official health statistics, such as obesity and access to healthy foods. Comparing to models based on demographic features alone, Culotta shows that incrementing models with information derived from Twitter increase the predictive accuracy of these health-related statistics. This suggests that their approach might complement traditional ones.

Kershaw et al. [76] examine tweets to observe the alcohol consumption rate. They applied their approach to visualize changes in drinking patterns throughout different areas in the United Kingdom. The results were validated with a ground truth (official data about alcohol consumption in the United Kingdom). To illustrate another type of effort, we can also mention studies that investigated deprivation in cities. Venerandi et al. [149] propose an approach to compute urban deprivation. Their approach explores LBSN data to discover urban characteristics that exist in a neighborhood, for that they explored data from Foursquare and OpenStreetMap. Among other applications, the proposed method enables the development of “neighborhood profiling”. City dwellers could explore it, for instance, as criteria to decide where to buy a house. Table 5 summarizes the studies discussed in this section, also providing extra information not discussed in the text.

5.6 Events/Interest Identification and Analysis

Thanks to the (near) real-time nature of LBSN data, the identification and study of events, anomalous or not, become more feasible. Events can be natural, such as earthquakes, or unnatural, such as changes in the stock market. For instance, Sakaki et al. [123] investigated the real-time sharing of earthquakes messages on Twitter and introduced an approach to detect the occurrence of events in this direction. To demonstrate the efficacy of their approach, they constructed an earthquake warning service in Japan that was able to discover, with significant accuracy, earthquakes announced by the Japan Meteorological Agency. They used a classifier of tweets exploring characteristics, such as the number of words, keywords, and its context. Next, the authors built a probabilistic spatiotemporal model for the event under study, which was able to discover the trajectory and the center of the event site, as illustrated by Figure 11.

![Estimate of earthquake location](https://www.openstreetmap.org).

Fig. 11. Estimate of earthquake location [123].
Table 5. Summary of all discussed studies of the class Health and Well-being.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Dataset</th>
<th>Granularity of analysis</th>
<th>Main technique(s)</th>
<th>Focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>De Choudhury et al. [34]</td>
<td>Instagram</td>
<td>Regions</td>
<td>Classification (k-nn, SVM), topic modeling (LDA), dimensionality reduction (PCA)</td>
<td>Study of food choices in food deserts areas.</td>
</tr>
<tr>
<td>Mejova et al. [96]</td>
<td>Foursquare (1) and Instagram (2)</td>
<td>USA</td>
<td>GPS</td>
<td>Data characterization</td>
</tr>
<tr>
<td>Schwartz et al. [126]</td>
<td>Twitter</td>
<td>Counties</td>
<td>Topic modeling (LDA), text mining, regression (linear regression)</td>
<td>Study of geographic variation in well-being.</td>
</tr>
<tr>
<td>Paul and Dredze [110]</td>
<td>Twitter</td>
<td>Regions</td>
<td>Topic modeling (LDA), text mining</td>
<td>Investigate a variety of public health data that can be automatically extracted from Twitter.</td>
</tr>
<tr>
<td>Kershaw et al. [76]</td>
<td>Twitter</td>
<td>UK</td>
<td>Text mining, statistical analysis</td>
<td>Approach to model alcohol consumption pattern of a population.</td>
</tr>
<tr>
<td>Venerandi et al. [149]</td>
<td>Foursquare (1) and Open-StreetMap (2)</td>
<td>Three cities of the UK</td>
<td>Classification (various)</td>
<td>Alternative method to compute urban deprivation.</td>
</tr>
</tbody>
</table>

Gomide et al. [50] studied how Dengue disease is discussed on Twitter and whether this information can be used to monitor this disease. The authors have shown that tweets can be used to forecast, temporally and spatially, Dengue epidemics. They analyze how Twitter data reflect Dengue looking at four dimensions: location, volume, audience perception, and time. The authors investigate how users talk about Dengue using sentiment analysis techniques [51, 127], and explore the result to concentrate on only messages that express personal experience linked to Dengue.

Related to event detection, Arcaini et al. [7] explore LBSN messages to discover spatiotemporal aperiodic and periodic features of events happening in particular geographic areas. The strategy can potentially help to identify geospatial areas related to a particular event. Studying other types of real-world events, Bollen et al. [17] investigated if the collective mood obtained from tweets are correlated with the value of the Dow Jones stock market over time. Their findings suggest that the accuracy of the standard stock market prediction models is considerably enhanced when particular mood types are considered. Kisilevich et al. [79] proposed a visual analysis environment to detect relevant spatial and temporal patterns in urban areas observed through LBSN data. Sklar et al. [137] used Foursquare data to build an event detection engine that is based on a probabilistic model for measuring how unusually busy a place becomes. Similarly, Georgiev et al. [48] improved the understanding of this problem by investigating event participation of users from the viewpoint of LBSNs, which has implications for event recommender systems.

Becker et al. [10] introduce a method for identifying real-world event content on Twitter. Their approach could be used, for example, to provide better content visualization and to improve the filtering of content extracted on Twitter. Pan et al. [108] present an approach to describe and identify
traffic outliers, which could be provoked, for instance, by car accidents or demonstrations. To describe the event, the approach mines terms from tweets of WeiBo, a Twitter-like social website in China, that are correlated geographically and temporally with the anomaly. To illustrate a different direction of efforts, Bakhshi et al. [8] studied the effect of a weather event in online restaurant reviews. They found that exogenous factors, such as rain, exert a significant effect on online restaurant reviews.

In addition to events that tend to happen sporadically, cities, typically, have areas that tend to be more popular among visitors or residents of the city. These areas are called points of interest (POI). Examples of POIs are the sights of cities. However, other places may also be a POI, for example, a popular area of entertainment among residents but unattractive for tourists. The task of identifying POIs is facilitated by the use of LBSN data, since this type of data, e.g., check-ins, may implicitly represent an interest of a user at a given instant.

In this way, when many check-ins are shared in a certain place within a particular time interval, this place might be a POI. That was the premise considered by Silva et al. [134]. In that work, the authors considered photos shared on Instagram to identify POIs. Each photo is associated with a geographic location (latitude and longitude) and to identify POIs, the authors first cluster geographically close photos. After that, they use a null model to exclude clusters that could have been generated by random situations (i.e., random people movements) and therefore, do not reflect relevant points of interest. Also, using datasets from different periods, the authors have shown that LBSNs can automatically capture changes in city dynamics. A famous Soccer Stadium was closed for remodeling during the period covered by one of the datasets, being identified as a POIs only when using the dataset, which covers the period when the stadium reopened.

Crandall et al. [30] considers in their study Flickr photos shared by users and their association with physical places. By exploring the collective behavior of users, they were able to discover landmarks at different granularity levels. For any granularity, they find important places by exploring a mean shift process [28] to identify places with high densities of shared photos. Their results could be used to identify, in an automatic manner, the best places to check while visiting a city, according to the opinion of several LBSN users.

Brilhante et al. [19] explores Flickr photos and also Wikipedia entries to obtain information related to POIs in cities and thus, to recommend itinerary. By using those data, they were able to create a touristic database that includes, among other information, the POIs themselves, their popularity, categories, and visiting patterns. The authors consider their problem as an instantiation of the Generalized Maximum Coverage problem [27]. The technique builds the itinerary that maximizes the user interest over the POIs and at the same time, respects his/her time available.

Levandoski et al. [83] explore location-based ratings (i.e., the evaluation associated to venues that a user checked-in in Foursquare) to develop a recommender system, which considers spatial aspects of evaluations when generating recommendations. To build the recommendations, their proposal also relies on two critical concepts: preference locality and travel locality. Preference locality indicates that preferences of users are influenced by its spatial region. Travel locality suggests that users tend to travel small distances when visiting recommended spatial items, e.g., venues, and this should be taken into account when making recommendations. The authors show that their recommendations can better predict user tastes compared to collaborative filtering.
Table 6: Summary of all discussed studies of the class Events/Interest Identification and Analysis.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Date</th>
<th>Source</th>
<th>Dataset</th>
<th>Time Period</th>
<th>Granularity of analysis</th>
<th>Main Focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sakaki et al. [123]</td>
<td>Apr 2010</td>
<td>Twitter</td>
<td>Japan</td>
<td>2009 to Apr 2011</td>
<td>Cities</td>
<td>Approach to monitor Twitter messages and identify a target event.</td>
</tr>
<tr>
<td>Gomide et al. [50]</td>
<td>01/06/11</td>
<td>Twitter</td>
<td>Brazil</td>
<td>∼500K tweets</td>
<td>Cities</td>
<td>Approach to discover spatial-temporal periodic and potential geographic areas.</td>
</tr>
<tr>
<td>Bollen et al. [17]</td>
<td>Oct 2010</td>
<td>Twitter</td>
<td>USA</td>
<td>Fev to Dec 2008</td>
<td>Worldwide</td>
<td>Study if the collective mood is linked with the Dow Jones stock market value.</td>
</tr>
<tr>
<td>Kisilevich et al. [79]</td>
<td>01/07/10</td>
<td>Flickr (1) and Panoramio (2)</td>
<td>Worldwide</td>
<td>01/06/09</td>
<td>Cities</td>
<td>Provide a visual analysis environment to detect spatial and temporal patterns.</td>
</tr>
<tr>
<td>Sklar et al. [137]</td>
<td>Sep 2012</td>
<td>Foursquare</td>
<td>NYC</td>
<td>2011</td>
<td>City</td>
<td>Use Foursquare data to build an event detection engine.</td>
</tr>
<tr>
<td>Pan et al. [108]</td>
<td>01/11/13</td>
<td>WeiBo</td>
<td>Beijing</td>
<td>Mar-May 2011</td>
<td>City</td>
<td>Method to detect and describe traffic anomalies.</td>
</tr>
<tr>
<td>Bakhshi et al. [8]</td>
<td>Apr 2014</td>
<td>CityGrid (several sources)</td>
<td>USA</td>
<td>2002 to 2011</td>
<td>Cities</td>
<td>Study the effect of a weather event on online restaurant reviews.</td>
</tr>
<tr>
<td>Silva et al. [134]</td>
<td>May 2013</td>
<td>Instagram</td>
<td>NYC</td>
<td>2012</td>
<td>City</td>
<td>Recommender system that provides a set of venues or events considering user’s local preference and personal interest.</td>
</tr>
<tr>
<td>Crandall et al. [30]</td>
<td>Apr 2009</td>
<td>Flickr</td>
<td>Worldwide</td>
<td>Summer and fall of 2008</td>
<td>Worldwide</td>
<td>Techniques for analyzing geolocated photographs, for instance, to automatically identify places that people and interesting events visit.</td>
</tr>
</tbody>
</table>
Yin et al. [157] propose a venue/event recommender system that uses user activity history in LBSNs and data coming from event-based social network services\(^{17}\), specifically DoubanEvent\(^{18}\). Infer user preferences using those data is challenging because users can only visit a limited number of venues and attend a limited number of events. That results in a sparse user-item matrix for most location-based recommenders that explore collaborative filtering methods [120]. Also, when users travel to a new place they do not have an activity history to be explored. The authors propose a probabilistic generative model that quantifies and considers item content and local preference information in the recommendation process. The system presented good performance in recommending venues and events for users especially when they are traveling to new cities.

POIs are dynamic, i.e., a location that is popular today may not be tomorrow anymore. One advantage of using LBSN data to identify points of interest in the city is that we can get robust results to dynamic changes. That is, because LBSNs provide dynamic data, they could automatically capture changes in users’ interests over time, helping to quickly identify areas that may become a POI (for example, due to the opening of a new business) or cease to be popular. Table 6 summarizes the studies discussed in this section. It also provides extra information about the studies not discussed in the text.

5.7 Illustration of the Urban computing Framework with LBSN Data

In this section, we consider some of the studies discussed to illustrate the components of the urban computing framework with LBSN data (Section 4), and also provide a more concrete illustration of the framework. First, we consider the study [133], which is one example from the class of studies Social and Economic Aspects. Figure 12 presents an overview of the discussed framework of urban computing for our example. In this considered study, the authors introduce a new approach to identify cultural boundaries between urban societies, taking into account users’ preferences for food and drink. To accomplish their goal, they use users’ check-ins performed in Foursquare (announced on Twitter) to represent users’ preferences about what is eaten and drunk locally, for example, in a particular city. These data were collected using APIs. In possession of those data, they have stored (using MongoDB\(^{19}\)) and processed them in order to make the desired filtering (only places related to Food and drink), and to create a personalized format.

Next, the authors were ready to extract knowledge from their data. First, they studied the spatial correlation between check-ins data in different types of restaurants for various cities around the world. The authors observed that cities in the same country, where the inhabitants usually have similar culture and eating habits, have the strongest correlations concerning restaurant preferences. In addition to this experiment, they also performed another one considering the time dimension, being able to find differences in the time when users check-in in restaurants. For these analyses, the use of several visualization techniques was fundamental. These efforts enabled the introduction of an approach for the identification of similar cultures, which could be applied in urban regions of varied sizes, for instance, neighborhoods or countries. For that a prototype-based clustering algorithm (\(k\)-means [57]) is used, as well as the principal component analysis technique (PCA) [71]. In order to validate the results, the authors used the study of Inglehart and Welzel [68], where it is proposed a cultural map of the world using data from the World Values Surveys\(^{20}\) (WVS), which is one of the biggest cultural studies performed traditionally. When comparing the results with those obtained by Inglehart and Welzel the similarities are very close, suggesting that the proposed technique could be useful in this context.

\(^{17}\)Virtual platforms for users to create and promote social events that will occur in the physical world.

\(^{18}\)http://www.douban.com/events.

\(^{19}\)http://www.mongodb.com.

After the analytics stage, the next step is to develop services and applications with the knowledge gained. These applications could be of several types. In our example, instead of exploring traditional approaches to find cultural differences, the introduced approach could represent a cheaper and easier way to find cultural differences in distinct regions of the globe, since it explores data that are voluntarily shared by users on the Web. Also, due to the economic importance of the cultural aspect [47], the introduced approach could help enterprises that have businesses in one area (e.g., country), test the similarity of preferences in distinct markets. A novel place recommendation service exploring a cultural aspect, which could be of interest to tourists and residents, is another application that could explore that methodology.

To provide other examples of the framework of urban computing with LBSN data, we selected randomly one study of each remaining category of studies not exemplified in this section, i.e., City Semantics, City Problems, Urban Mobility, Health and Well-being, and Events/Interest Identification and Analysis. For those studies, we described their key parts according to the framework. Table 7 presents these results.

6 RESEARCH CHALLENGES AND OPPORTUNITIES

Although several research efforts related to urban computing leveraging LBSN data have been performed recently, it is possible to find open issues and opportunities for studying cities and societies using LBSN data. In this context, our extensive overview of the literature presented in previous sections places us in a perfect spot to discuss key challenges and future work for research in the field of urban computing leveraging LBSN. Below, we discuss some of such issues.

6.1 Data Bias

In the previous sections, we presented several examples showing LBSN data does provide solid aggregate information that can help improving understanding of different phenomena related to urban societies. However, it is important to keep in mind possible limitations in LBSN data.

First, it may reflect the behavior of a fraction of consumers. Take for instance popular data sources such as Foursquare, Instagram, and Twitter. Users from those systems are biased towards the citizens who are likely to be young, owners of smartphones, and urban dwellers [18, 38]. Therefore, there could be biases related to the fact that the users of such application might not represent all population...
Table 7. Examples of studies described with the urban computing framework with LBSN Data.

<table>
<thead>
<tr>
<th>Study</th>
<th>Collection</th>
<th>Management</th>
<th>Analytics</th>
</tr>
</thead>
<tbody>
<tr>
<td>[31]</td>
<td>Foursquare (check-ins from publicly available tweets).</td>
<td>Data matrix.</td>
<td>Outlier detection, clustering (k-means).</td>
</tr>
<tr>
<td>[99]</td>
<td>Foursquare (check-ins from publicly available tweets).</td>
<td>To help in some processing steps it was used Lanczos solver and k-d trees.</td>
<td>Clustering (spectral).</td>
</tr>
<tr>
<td>[166]</td>
<td>Download from Flickr by using its publicly available API.</td>
<td>Separation of subgroups of tweets. It was used map reduce pattern to utilize the parallelization power of the Hadoop. It was also performed other preprocessing steps, such as stop word removal and collocation algorithms.</td>
<td>Spatial trajectory.</td>
</tr>
<tr>
<td>[110]</td>
<td>Geotagged tweets were downloaded from publicly available Twitter API.</td>
<td>It was considered only tweets related to &quot;Dengue&quot;. It was filtered out invalid locations informed by users and it was inferred locations of users by using a geocoding process.</td>
<td>Bag of words.</td>
</tr>
<tr>
<td>[50]</td>
<td>Tweets were collected using Twitter API. It was collected also locations informed in the Twitter users' profiles.</td>
<td>Data matrix.</td>
<td>Clustering (SPT-DBSCAN [14]), linear regression, associative classifier [148].</td>
</tr>
</tbody>
</table>

of a particular region. With that, areas containing poorer and older residents could provide fewer data and be underrepresented in whatever analysis is made. Besides, users may not share data concerning all of their destinations due to privacy reasons, since it will be made public on Twitter. Thus, our LBSN data might offer a partial view of consumers habits, which needs to be taken with care. Also, LBSN data might represent only a sample of data, perhaps, limited. In other words, only a small part of the activities performed might be represented in the data. Adverse weather conditions, among other external factors, might affect the data gathered representing some venues (especially outdoor ones).

Furthermore, we cannot assume that the data shared in LBSNs are correct or precise. For instance, Twitter is a tool that might enable new types of spam [11, 155]. Costa et al. [29] found evidence that in Apontador, a popular Brazilian LBSN, there are irregular contents shared by some users and this could happen in other types of LBSNs as well. Under these circumstances, data quality, one of the issues discussed in [130], becomes even more serious due to the possibility of the production of false data. That could potentially compromise approaches and methodologies presented in Section 5.
this direction, Hecht et al. [60] identified users that sometimes provide misleading information in their location field. That is particularly important in cases when we want to map informed locations to geographic areas, a useful procedure explored in several studies [42, 86].

Specific characteristics of regions could also be factors for data bias. Thebault-Spieker [143] found evidence that users tend to avoid specific areas of the city with low socioeconomic status to perform paid tasks in a mobile crowdsourcing platform. In the same study, the authors also identified that users also avoid suburbs and rural areas. Particularly about rural areas, Hecht and Stephens [61] have provided evidence that data from Twitter, Flickr, and Foursquare, commonly used sources, tend to be biased to urban aspects and distant from rural aspects. This suggests that research that has been showed to be useful in urban areas, such as those discussed in the previous section, might have to be adapted to be also effective in rural areas when working with LBSN data.

Finally, another source of bias could be associated with the fact data from LBSN come from deliberate actions of the users, i.e., data is to some extent actively generated by the user. Therefore, users might introduce bias in what he/she shares, for instance, amplifying check-ins in trendy venues to impress friends.

6.2 Integration of Multiple Urban Data Sources

The exploration of diverse urban data sources simultaneously could bring several benefits in developing more sophisticated applications [122, 131]. With that in mind, the goal is to design algorithms and data structures that process and combine different data types at different levels of abstraction (for example, text, images, videos, and actions) to extract useful information. To achieve this goal, algorithms are needed to deal with massive data flows, generated by several types of LBSN data, and have operations such as aggregation, filtering and indexing in (near) real-time. Integration is, therefore, a critical phase of this process since information is the foundation on which models and mechanisms of action will be built.

Take, for instance, the exemplified model in Section 4.1 to represent a spatial trajectory produced by a moving user in geospatial areas. This model could be enriched, for example, by providing semantics to the trajectories. One way to do that is to annotate trajectories manually; however, this is a hard task to be done at large scale [121, 154]. Therefore, it is necessary to develop new methods to integrate different data sources to enrich movement data semantically automatically. LBSNs data can be treated as annotations that might offer hints to explain movements. In this direction, Fileto et al. [43] proposed a process to annotate key parts of trajectories with concepts (classes) and objects (instances of concepts) described in ontologies and Linked Open Data (LOD) collections. The authors explored Twitter data to enrich and analyze the displacement of moving objects. This example helps to emphasize the importance of semantic enrichment techniques in the context of urban data integration [1, 156].

The tasks and problems discussed in the data integration step raise several research challenges, some of them are: How to integrate multiple heterogeneous and complex data sources at different levels of abstraction? How to design algorithms that are capable of storing, aggregating, filtering and indexing the collected data efficiently? How to assess the quality of information derived from aggregated data? How to achieve the three previous goals while preserving individuals’ privacy?

6.3 LBSN Data Collection

LBSN data collection aims to obtain, continuously and straightforwardly, samples from multiple sources of information ranging from urban societies to existing systems in large cities. Data samples can be obtained from dynamic and heterogeneous sources, as we discussed above. In addition to the continued growth of the Web and the explosion of online social networks, the cheapening and modernization of sensing has led to unprecedented growth in the number of data streams available in
real-time. In this scenario, the efficient monitoring of such large volumes of information is an open problem [77].

For that, we need to develop efficient mechanisms for the observation of the physical world as a repository of information subject to continuous changes. Major challenges are tied to this issue, such as: How to design data collection systems that efficiently handle the compromises between the representativeness of the obtained information and the cost in terms of energy, space, latency and financial mechanisms applied to collect it? What mechanisms should be used or developed to collect information from very large, noisy and error-prone data flows, taking into account, security and privacy restrictions? How to allow and encourage users to share information and ensure their privacy, so that representative and unbiased data can be obtained?

In this direction, it is also essential to keep the source of data sustainable. Since users are a central element in location-based social networks, incentive mechanisms play a central role. In this direction, understand which incentive mechanisms work is fundamental because it might guide the design of a new system. Focused on that, Santos et al. [125] assess the performance of incentive mechanisms used by Foursquare to motivate users. Among the results, the authors found evidence that incentives based on mayorship\footnote{Users become mayor of a place by checking in more than anyone else during the last 30 days.}, which motivates competition among users to become mayor of someplace, seems to be efficient to keep users motivated, while incentives based on badges\footnote{Users earn badges according to their location, their frequency of check-ins, some specific events, or commemorative dates.} do not seem to have the same efficiency, except for some specific types of badges. Still related to incentive mechanisms, most proposals to encourage users to contribute urban data focus on just one strategy. However, as noted by Reddy et al. [117], the use of more than one strategy at the same time may yield better results. The authors conclude that incentives worked best when payments (rewards) were combined with other factors such as user altruism and when there was competition among participants.

6.4 Prediction and Classification

There are opportunities to study areas when we jointly consider time and place where LBSN data are shared. Users have periodic patterns thanks to their routines. That presents a high potential for prediction because it is probable that users will repeat their activities periodically. There are many possibilities for prediction considering people’s seasonal patterns, for instance, prediction of crowds. This sort of information is vital in several cases, for example, services to prevent traffic in particular locations and provide alternative routes to drivers. As an example, Hsieh et al. [66] introduced a model that considers the time dimension to suggest routes exploring information of a Foursquare-like system.

In general, LBSN data are little explored in models for traffic prediction. Some studies in this direction are: [118, 136]. Ribeiro et al. [118] showed evidence that a geolocated message, either on Twitter, Foursquare, or Instagram, could be used to improve the understanding of traffic conditions. Besides that, imagine a user that performs a check-in at home and then go to work. When he/she gets into the workplace, for some reason, he/she does another check-in. Regardless of whether he/she is on the LBSN or not, there is intrinsic information regarding the time interval between these check-ins consisting of traffic performance. In case the traffic is congested, the mentioned interval between check-ins will be greater than the travel time not presenting congestion (information easily computed by the maximum speed and distance of the urban paths).

In addition, with the use of LBSN data, it is feasible to classify areas in distinct ways. Some of them have been discussed in Section 5, considering, for instance, smell, noise and visual aspects. That could be valuable for several new services. An example would be a new route suggestion tool...
that suggests the smallest route that is also the most olfactory pleasing. People who practice urban running may want to avoid streets with high levels of gas emissions.

6.5 New Applications and Services

There are several opportunities to develop services and application exploring LBSN data. In this section, we present some of them. For instance, considering the place networks, mentioned in Section 5.2, we could study centrality metrics in this network. For example, Figure 13, extracted from [135], shows the betweenness centrality values for the nodes of the network. Each color is related to a location category, and the size of the symbol reflects the proportion of the centrality value. This approach can be explored to help several services, for instance, if an uncommon and frequent flow of users is verified between two distinct shops locations in a particular city, shops owners can explore this information to create business agreements to raise their profits, such as advertising among their companies [135].

Furthermore, one could explore in other ways the displacement of users in the city according to the type of places they visit. As data from LBSNs tend to be highly skewed, some of the most popular transitions between types of places, e.g., restaurant or library, could be valuable indicators of the dynamics of the city. Techniques could be developed to measure the similarity between two urban areas, e.g., cities, allowing the comparison and clustering of urban areas that could be explored in different applications.

In another direction, the spatial causes of poverty/deprivation, including its persistence, is currently a topic of growing interest [65, 81, 112, 138, 147]. Particularly related to the relation between economic marginalization and physical segregation in urban areas, regions that offer few data compared to other regions of the same city may suggest a lack of access to technology by the residents [132]. Similar information can be gathered exploring conventional approaches, for instance, questionnaires, however, this novel approach might enable to obtain this data automatically and cheaply using LBSN data. With this goal, algorithms similar to the one introduced in [31] could be used.

There are opportunities to develop more sophisticated recommendation systems by, for example, exploring some of the studies surveyed. New urban areas recommendation services exploring specific semantic of areas are an example of such systems. For that, one could, for instance, explore novel cultural criteria or the functionality of areas.

Also, we presented several examples of studies suggesting that LBSN data could revolutionize the study of urban societies. Despite the significant advances, there are still work to be done to consolidate the proposed techniques in that direction to enable new services and applications.
6.6 Other Challenges and Opportunities

In the previous sections, we presented some of the main challenges regarding the use of LBSN data to the study of urban societies. However, we did not cover all the challenges and opportunities. For instance, challenges related to the temporal dynamics of LBSNs. Several previous studies model LBSN data as static structures, not taking into account the temporal dynamics. Even though it is an accepted strategy, that representation might result in loss of relevant information in some instances. In addition, another example of challenge is to work with a large number of data that LBSNs can potentially provide. This imposes several challenges related to, for example, processing, storage, and indexing in real-time when using tools of conventional data processing systems and database management. Also, LBSN data exploration may threaten the privacy of users. For example, LBSN data could be explored to deduce users’ preferences and particular behavior. With this, users have no guarantee that others will not violate their private life. It is a challenge to ensure people’s privacy while relying on data that can be potentially sensitive. A discussion of those and other challenges was presented by Silva et al. [130].

7 CONCLUSIONS

We are facing an unprecedented opportunity for urban (and social) studies, thanks to the significant amount of LBSN data available because of the convergence of social media and geographic information. With that, in this study, we discussed key concepts of urban computing leveraging LBSN data. Also, we surveyed recent efforts available in the literature in the area of urban computing with LBSN data, which is helpful to exemplify research trends and techniques commonly used. In addition, we also presented some of the main challenges and opportunities in the area. We hope this study motivates the development of new initiatives that address challenges related to the improvement of the quality of life of urban societies.
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