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Abstract

The work presented in this paper shows how a
simple algebraic manipulation of the RGB colour
channels of an artificial vision system can sig-
nificantly improve the performance of an object-
locating mechanism based on unsupervised clus-
tering.

The proposed image processing and cluster-
ing mechanism forms the first part of a novelty-
detecting robot controller. Experiments with
two different connectionist approaches (Self-
Organising Feature Map and Principal Compo-
nent Analysis Network) and an evaluation of their
performances to the desired novelty-detection
task are also presented.

1. Introduction

1.1 Motivation: Novelty Detection

Novelty detection — the ability to differentiate
between common, previously perceived sensory
stimuli and stimuli that have not been encoun-
tered before, within either a relative or a global
timeframe — is of fundamental importance to all
agents operating in and interacting with a dy-
namic environment. In living beings, the ability
to detect novel stimuli reduces the threat from
predators and other dangers, and enables the an-
imal to focus on opportunities such as prey etc.
In mobile robots, the main advantage of novelty
detection from an operational point of view is
the concentration of resources (e.g. computation,
memory) onto relevant aspects, and from an ap-
plication point of view the ability to carry out for
instance surveillance and inspection tasks more
efficiently and reliably.

We have shown that novelty detection with-
out prior installation of models or any other
kind of knowledge in mobile robots is possible

(Marsland et al., 2000). That work used a No-
mad 200 and its sonar sensors as perceptive stim-
uli. While sonar sensing is powerful, particu-
larly with respect to operational aspects of mo-
bile robots, its low resolution poses limitations for
surveillance and inspection tasks. For such tasks,
sensors with higher resolution are needed.

We were therefore interested to apply our pre-
viously developed novelty filter to visual stimuli,
rather than sonar sensor signals. As visual images
are fundamentally different to signals obtained
from sonar sensors, processing of the visual stim-
uli is necessary.

This paper presents experiments for the
development of image processing methods,
based on self-organisation rather than pre-
installed knowledge, that will ultimately be
used as input stages to a novelty filter. In
(Vieira Neto and Nehmzow, 2003) we presented
an image processing mechanism based directly
on the RGB colour channels. The results ob-
tained were promising, but we are able to show
in this paper that using opposing colour channels
increases a robot’s ability to locate target objects
and to classify them considerably.

1.1.1 Task: Visual Location of Objects

As a first stage towards a novelty-detecting robot
using visual stimuli, we were interested to develop
a vision-based mechanism to identify (arbitrary)
objects within an image frame. To achieve this,
we divided the entire frame of 160×120 pixels into
25 sub-images of 32× 24 pixels each, as shown in
figure 1.

For the eventual novelty detection application,
the robot’s task would be to classify each of these
sub-images as either novel or not novel. In the
experiments reported here, the robot’s task was
to decide in which of the 25 sub-images a target



object shown before the experiment was located.
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Figure 1: The 25 sub-images that result from parti-

tioning the original image

1.1.2 Approach: Clustering Through
Self-Organisation

We aimed to achieve the task of locating a target
object in one of the 25 sub-images by encoding the
image information according to colour and inten-
sity (discussed in section 2.1), and clustering that
information through self-organising, subsymbolic
processes (discussed in section 3.3). This is de-
picted in figure 2.
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Figure 2: Functional blocks of the object-locating

system

1.2 Related Work

The image processing mechanism presented
here is based on the mechanism discussed in
(Vieira Neto and Nehmzow, 2003), with the dif-
ference that the colour information is encoded dif-
ferently.

The opposing-colour-channel encoding used
here is based on the saliency map presented
by (Itti et al., 1998). The artificial neural net-
works used were Kohonen’s self-organising feature
map (SOFM) (Kohonen, 1984) and the principal

component analysis (PCA) network presented in
(Ballard, 1997).

2. Image Encoding

2.1 Encoding Colour Information

Clearly, colour information will be relevant for lo-
cating target objects, and has therefore been used
in previous experiments, as well as the experi-
ments reported here.

We have used the information from the cam-
era’s three colour channels R (red), G (green)
and B (blue) directly in previous experiments
(Vieira Neto and Nehmzow, 2003). In contrast
to this, the experiments reported here were based
on the opponent-colour theory, which postulates
that three processes mediate human vision — one
achromatic and two chromatic.

In one of the chromatic processes, yellow and
blue are combined in an opponent relationship,
whereas in the other one, red and green form
the antagonistic pair. Perception of black and
white is mediated by the achromatic process
(MacIlwain, 1996).

To obtain opposing colour channel information,
we first compute the intensity of each pixel as
I = (R + G + B)/3. In order to decouple hue
from intensity, we normalise the R, G and B
channels as indicated by equations 1, 2 and 3
(Itti et al., 1998), where Imax is the maximum
pixel intensity.

r =
{

R/I if I > Imax/10
0 otherwise (1)

g =
{

G/I if I > Imax/10
0 otherwise (2)

b =
{

B/I if I > Imax/10
0 otherwise (3)

Using r, g and b, we then obtain four broadly
tuned colour channels, as indicated by equa-
tions 4, 5, 6 and 7.

R′ = r − (g + b)/2 (4)

G′ = g − (r + b)/2 (5)

B′ = b− (r + g)/2 (6)

Y = (r + g)/2− |r − g|/2− b (7)

The channels I, R′ − G′ and B′ − Y are then
used as input information to subsequent image



processing and clustering stages (described in sec-
tions 2.2, 2.3 and 3.3).

Our experiments had the purpose to determine
whether encoding colour information in opposing
channels has advantages over using RGB colour
information directly.

2.2 Image Encoding Using Average His-
tograms

The first of the two image encoding techniques
used consisted of computing the horizontal and
vertical average histograms of the normalised in-
tensity image I and the colour opponent channels
R′−G′ and B′−Y . The histograms were stacked
into single feature vectors with 3×(32+24) = 168
elements (figure 3).
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Figure 3: Image encoding using average histograms

2.3 Image Encoding Using Average
Coarse Coding

The second image encoding mechanism used con-
sisted of computing the average pixel value of the
normalised intensity image I, and the colour op-
ponent channels R′ − G′ and B′ − Y within an
8× 8 neighbourhood, resulting in feature vectors
of 3× (32/8× 24/8) = 36 elements (figure 4).
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Figure 4: Image encoding using average coarse coding

3. Experimental Design

3.1 Data Used

Training images. For training, 50 different im-
ages were used. These images showed all three

target objects (a blue cylinder, a green box and
an orange football) together, against the unstruc-
tured background of the Brooker Laboratory at
the University of Essex. The objects were dis-
tributed in random positions and orientations.
Figure 5 (a) shows one example image from the
training set.

(a)

(b) (c)

(d) (e)

Figure 5: Images used. (a) original colour image show-

ing the blue cylinder, the green box and the or-

ange football; (b) R′ channel emphasising the or-

ange ball; (c) G′ channel emphasising the green box;

(d) B′ channel emphasising the blue cylinder; (e) Y

channel emphasising the yellowish background

Test image set 1. This set of test images com-
prised of 3 × 10 images, each containing exactly
one of the three target objects in a randomly se-
lected position within the frame. These test im-
ages were acquired in the same non-structured
environment as the training images, although
against a different background.
Test image set 2. A second testing dataset of

3× 20 images, each containing all the objects in-
cluded in the training dataset, was also acquired
in order to evaluate the performance of the sys-
tem when the target object is in the presence of
distractors. This second test dataset was built
to evaluate the performance of the neural net-
works in identifying a target object when multi-
ple “known” objects (distractors) are present (see
section 4.3).
Test image set 3. Finally, a third testing

dataset was built in the same manner, but with
objects that were not present in the training
dataset, namely a black circle, a red cylinder and



a yellow box. This third test dataset was used
in the experiments with “unknown” objects, de-
scribed in section 4.4.

3.2 Robot

All experiments discussed in this paper were con-
ducted using the colour camera system of our
Magellan Pro mobile robot (figure 6).

Figure 6: The Magellan Pro mobile robot, whose vi-

sion system was used in the experiments

The raw images used were 160 × 120 pixels in
size, encoded in the three colour channels R, G
and B. The robot’s ability to move was not used
in the experiments discussed here, but will obvi-
ously be needed for future experiments, when the
robot will be required to detect novel stimuli and
to focus on them.

3.3 Object Classification Through Unsu-
pervised Clustering

Having encoded the image information as de-
scribed in sections 2.1, 2.2 and 2.3, we used two
alternative subsymbolic methods for identifying
and classifying objects: Kohonen’s self-organising
feature map (Kohonen, 1984) and the principal
component analysis network (Ballard, 1997).

The task of both networks was to classify per-
ceived visual stimuli. This was subsequently used
for finding a target object within the image.

3.3.1 Self-Organising Feature Map

The SOFM used was a torus of 10x10 units (fig-
ure 7). It was trained according to the usual
winner-takes-all approach (Kohonen, 1984), us-
ing the similarity matching given in equation 8,
where ~wc is the winner among all ~wi units for a
given input ~x.

‖ ~x(t)− ~wc(t) ‖= min
i
{‖ ~x(t)− ~wi(t) ‖} (8)
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Figure 7: The self-organising feature map used

During the learning phase, the weight vectors of
the winner unit and its neighbours were modified
according to equation 9, where α is the learning
rate (0 < α < 1) and Nc is the topological neigh-
bourhood of the winner.

~wi(t + 1) = ~wi(t) + α[~x(t)− ~wi(t)], i ∈ Nc (9)

In our experiments, both the learning rate
and the topological neighbourhood size decreased
with the training cycles, as shown in equations 10
and 11.

α(m) = exp(−10m/M) (10)

Nc =

 3 if 0 < m ≤ 0.2M
2 if 0.2M < m ≤ 0.5M
1 if 0.5M < m ≤ M

(11)

M is the total number of training cycles (100 in
all experiments with the SOFM).

3.3.2 Principal Component Analysis
Network

As an alternative unsupervised clustering mech-
anism we used a single-layer feedforward net-
work determining the 16 principal components
of the input data. This network is discussed in
(Ballard, 1997), and shown diagrammatically in
figure 8.

The PCA network was trained with the Gener-
alised Hebbian Algorithm (GHA) (Sanger, 1989).
To compute the output vector ~y for a given input
vector ~x, equation 12 was used. Equation 13 de-
scribes how the weights wij of the network were
adapted.

yi =
J∑

j=1

wijxj (12)
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Figure 8: The PCA network used

∆wij = αyi[xj −
∑i

k=1 yk.wkj ]
wij(t + 1) = wij(t) + ∆wij

(13)

It was necessary to compute the average vector
of the training data and then subtract it from all
vectors in the set, in order to obtain zero-mean
data. The learning rate for the PCA network
was also made to decrease exponentially (equa-
tion 14).

α(m) = 0.05 exp(−m/M) (14)

Again, M is the total number of training cycles
(400 in all experiments with the PCA network).

4. Experiments and Results

4.1 Evaluation of Experimental Results

As stated before, the system’s task was to identify
that of the 25 subframes (figure 1) within which
the target object was located. In order to assess
the system’s performance, we identified the “cor-
rect” answer for each test image manually. The
criterion used for this decision was that any sub-
image that contained at least 25% of the target
object was an acceptable answer1.

We then performed a χ2 analysis to determine
whether there was a statistically significant cor-
relation between the system’s response and the
correct answer. Because of the small amount of
data available (which makes the χ2 analysis unre-
liable), we grouped responses into the four quar-
ters shown in figure 9.

The shape of the quadrants results from the re-
quirement to group neighbouring subimages, in
order to maintain the consistency of the χ2 anal-
isys. While this grouping into only four quadrants

125% was chosen on the grounds that in the worst case a target
object could lie exactly at the center of four sub-images, so that
one quarter of the object would lie within each subframe.

A B

C D

Figure 9: Sub-image groups used for χ2 and Cramer’s

V analyses

is coarse, it is still fine enough to make the cam-
era’s pan-tilt mount focus on the relevant stimu-
lus, for instance.

A direct comparison between χ2 analyses of dif-
ferent experiments is not possible, we therefore
normalised the χ2 results to the internal [0:1],
using Cramer’s V (Phi statistic (Sachs, 1982)).
This allowed a direct quantitative comparison be-
tween different experiments. The closer the V
value to 1, the stronger the correlation between
system response and correct answer.

4.2 Experiment 1: Locating Individual,
Known Objects

The first experiment concerned locating exactly
one of three objects (blue cylinder, green box or
orange ball) within the test image that had also
been present in the training images.

Ten test images for each object, i.e. thirty test
images in total were used to assess the perfor-
mance. Success rates for the different image en-
coding and clustering schemes are shown in ta-
ble 1.

Average Histograms
Blue Green Orange

Cylinder Box Football
PCA Network 70% 80% 100%

SOFM Network 80% 100% 100%

Average Coarse Coding
Blue Green Orange

Cylinder Box Football
PCA Network 80% 40% 70%

SOFM Network 50% 90% 100%

Table 1: Success rates for locating a single object

that has been seen during training (“known” objects

experiments)

There is a statistically significant correlation be-
tween identified and actual object location (p =
0.05).



4.2.1 Raw RGB encoding vs. Opposing-
Channel-Encoding

In previous work we used straight RGB en-
coding (Vieira Neto and Nehmzow, 2003), rather
than the opposing-colour-channel encoding de-
scribed in section 2.1. We used Cramer’s V to
determine whether the former or the latter colour
encoding scheme produces stronger correlations,
the results are shown in tables 2 and 3.

Average Average
Coarse Coding Histograms

PCA Network 0.63 0.65
SOFM Network 0.47 0.52

Table 2: Cramer’s V for the “known” ob-

jects experiments using raw RGB channels

(Vieira Neto and Nehmzow, 2003)

Average Average
Coarse Coding Histograms

PCA Network 0.78 0.79
SOFM Network 0.90 0.96

Table 3: Cramer’s V for the “known” objects ex-

periments using the opposing-colour-channel pre-

processing scheme (compare with table 2). Results

are considerably better in all cases.

While both colour-encoding schemes resulted in
statistically significant correlation, a comparison
between tables 2 and 3 shows that the opposing-
colour-channel encoding achieves superior results.

Figure 10 shows the results obtained for the
test images containing the orange ball, using the
histogram-based image coding and the SOFM
network.

4.3 Experiment 2: Locating Known Ob-
jects With Distractors Present

The second of our experiments was conducted
with the dataset which contain test images with
all “known” objects. This experiment was de-
signed to evaluate the occurence of misclassifica-
tions in the presence of distractors. However, it
is in fact very similar to the first experiment and
can be thought as a confirmation of the results
obtained in the first experiments.

Table 4 shows the success rates obtained with
the colour opponency pre-processing for the ex-
periments with multiple “known” objects.

Once again, the χ2 analisys for the experiments
with multiple “known” objects was conducted

- -

�

�

� �

-

�

- -

Figure 10: Sample results obtained using the

histogram-based image coding and the SOFM net-

work for an object present in the training dataset

(the arrows indicate the target object and the

rectangles indicate the sub-image in which the tar-

get was detected)

Average Histograms
Blue Green Orange

Cylinder Box Football
PCA Network 40% 75% 60%

SOFM Network 70% 60% 60%

Average Coarse Coding
Blue Green Orange

Cylinder Box Football
PCA Network 55% 75% 40%

SOFM Network 55% 65% 20%

Table 4: Success rates for the experiments with mul-

tiple “known” objects present in the test images

(compare with table 1)

and have shown statistically significant correla-
tion between actual and identified target positions
for both PCA and SOFM networks (p = 0.05).
This time, however, the test dataset was com-
posed of 60 test images, all of which were used to



compute the χ2 analisys.
Table 5 shows the results of the Cramer’s V

normalisation for the experiments with multiple
“known” objects.

Average Average
Coarse Coding Histograms

PCA Network 0.63 0.65
SOFM Network 0.61 0.78

Table 5: Cramer’s V for the multiple “known”

objects experiments using opposing-colour-channel

(compare with table 3). It is evident that distrac-

tion affect performance adversely.

4.4 Experiment 3: Locating Unknown
Objects

In the third set of experiments the system’s task
was to locate objects within the test image that
had never been seen before, i.e. to locate objects
that had not been part of the training images. An
example of this is given in figure 11, which shows
the results for the test images containing the red
cylinder, using the histogram-based image coding
and the SOFM network.

Table 6 shows the success rates obtained with
the colour opponency pre-processing for the ex-
periment with “unknown” objects, table 7 shows
the results of the Cramer’s V normalisation for
the experiments with “unknown” objects.

Average Histograms
Black Red Yellow
Circle Cylinder Box

PCA Network 60% 80% 60%
SOFM Network 20% 70% 30%

Average Coarse Coding
Black Red Yellow
Circle Cylinder Box

PCA Network 30% 60% 50%
SOFM Network 10% 20% 60%

Table 6: Success rates for the experiments with “un-

known” objects

Noticeable here is the “poor” performance of the
SOFM, while the PCA network is well able to lo-
calise objects that were not present in the train-
ing data. Only for the PCA network there is a
statistically significant correlation between iden-
tified and actual object location (p = 0.05), for
the SOFM there is no significant correlation.
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Figure 11: Sample results obtained using the

histogram-based image coding and the SOFM net-

work for an object not present in the training

dataset (the arrows indicate the target object and

the rectangles indicate the sub-image in which the

target was detected)

Average Average
Coarse Coding Histograms

PCA Network 0.52 0.83
SOFM Network 0.13 0.16

Table 7: Cramer’s V for the “unknown” objects ex-

periments using opposing-colour-channel (compare

with tables 3 and 5)

Depending on the task, however, this result can
be exploited: for novelty detection, for instance,
it may be desirable to be “unable” to locate novel
objects. The SOFM’s disability to locate un-
known objects might therefore be used to advan-
tage.

5. Conclusions

There are good reasons to be interested in nov-
elty detection in mobile robot control: focussing
of computational and memory resources onto rel-



evant aspects of a task, the exploitation of oppor-
tunities, as well as the unsupervised execution of
tasks such as surveillance or inspection.

In previous work (Marsland et al., 2000) we
have presented a novelty filter that was able to
detect novelty in sonar sensor signals. While this
proved useful for all aspects of the robot’s op-
erability, the resolution of sonar sensors is too
coarse to support tasks such as inspection or
surveillance. We are therefore interested to use
visual stimuli as inputs to a novelty filter.

In this paper, we have presented an image
processing mechanism that is based on self-
organisation, and does not use any pre-installed
knowledge. Because novelty detection by defini-
tion deals with a priori unknown stimuli, pro-
cessing through self-organisation is, arguably, the
method of choice.

In contrast to previous work, where we
used straight RGB colour channels as input
(Vieira Neto and Nehmzow, 2003), we have used
opposing colour channels (Itti et al., 1998) as in-
put here. Our results demonstrate that the mech-
anism is able to locate target objects, and that
it is robust: target objects were successfully lo-
cated, even in the presence of background clutter
and under differing lighting conditions.

We used two different image-encoding mecha-
nisms — histograms and coarse coding — and
two different clustering mechanisms — SOFM
and PCA network. For locating “known” objects
within the image frame, all combinations pro-
vided statistically significant correlation between
estimated and true target location (p = 0.05),
the same was true when distractors (known ob-
jects that were not targets) were present in the
image. In both cases, the SOFM using histogram
encoding provided the best results. In a third
experiment, which involved locating objects that
had not been seen during training, only the PCA
net provided statistically significant correlations.
Again, the histogram encoding provided better
results than coarse coding.

In summary of the experimental results, his-
togram encoding provided the best results in all
cases. The SOFM performs better than the PCA
net in locating “known” objects, while the lat-
ter is better at locating “unknown” objects. We
believe that this fact can later be exploited in
novelty detection tasks.

Our future work will apply the image process-
ing techniques presented here to novelty detec-
tion, incorporating information about shape and
orientation as well.
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